July 20, 2019 MAT136 — Week 8 Justin Ko

1 Applications in Probability

In this section, we introduce an application of single variable integration in probability.

1.1 Continuous Random Variables

A random variable is a variable that takes values depending on the outcome of a random event. More
precisely, a random variable is a function from a space of outcomes to R. The likelihood that a random
variable takes a certain range of values is encoded by a density function:

Definition 1. A function f: R — R is called a probability density function (p.d.f.) if
1. f(z) >0 for all z € R; and

2. [ fla)de =1

Definition 2. A random variable X is continuous if there exists a density function f such that

IP’(angb)/bf(x)dx.

That is, the probability that random variable takes values in [a, b] is given by integrating the density
of X from a to b. Since f is positive and integrates to 1, all probabilities take values in [0, 1].

Definition 3. The cumulative density function (c.d.f.) of X is a function Fx : R — [0, 1] defined by

() =P(X <) = [ fa)do

We can recover the p.d.f. by differentiating the cumulative density function.

Definition 4. The expected value or mean is the weighted average value of the random variable,
EX = / xf(x)dz.

In general, if g : R — R, then the expected value of g(X) is given by

oo

Bg(x) = [ g(a)f(o)d

Definition 5. The wvariance is how far the random variable usually deviates from its mean,
Var(X) =E(X —EX)? =E X? — (EX)?.

If E X does not exist or is equal to +oo, then Var(X) is undefined.

1.2 Important Density Functions
1. Uniform Distribution: Let L < R. The notation X ~ Uniform[L, R] means X has density

1

B L = zcl[L,R]
 R-L

(L<xz<R)=« 1L .
0 otherwise.

f(x)

2. Exponential Distribution: Let A > 0. The notation X ~ Exponential(A) means X has density

de ™ x>0

0 otherwise.

flx)=Xe™1(z > 0) = {

3. Normal Distribution: Let u € R, o > 0. The notation X ~ N(u,0?) means X has density
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1.3 Example Problems
Problem 1. (%) Suppose X ~ Uniform[L, R]. Find E X and Var(X).

Solution 1.

(a) We have
1 R 1 2% RyrL
EXzi d = — = —
R—L/Lxx R-L2|_, 2
(b) Since
1 R 1 3 |#=R 3_L3 L2 L 2
R-LJ, R-L3|,_, 3R-L) 3
we have
I?+ LR+ R? R+IL\2 1
X)=EX?2—(EX)? = - = —(R- L)%
Var(X) (EX) 3 (2) R L)

Problem 2. (x) Suppose X ~ Uniform[a,b] and f is a continuous function defined on [a,b]. Find

E f(X).
Solution 2. By definition,
b
BIX) = 5= [ f@)dn

This is precisely the average value of a function fg,. that we defined in Week 2.
Problem 3. (%) Suppose X ~ Exponential(\). Find Fx, EX and Var(X).

Solution 3.

(a) There are two cases. For ¢ > 0, we have

r=t
=1—¢.

t
Fx(t) = / e M dy = —e™ N
0 z=0

For t < 0, we have the trivial case
t t
FX(t):/ f(x)dx:/ 0dx = 0.

(b) Using integration by parts, we have

> 1 v 1 11
EX = dre Mdr = —ge M _ ZeA — lm —te M — Ze AL = — 2
/0 xe X xe )\e L tgglo [ )\e + h h
¢) Using integration by parts, we have
g g Yy
° 2 2 r=eo
EX2 — )\13267)\:6 dr = —$267)\z _ ief)\z _ 767)\93
0 A )\2 x=0
2t 2 2
_ 1 2 —\t —At —At
—tlggo—te —Xe —pe +F
2
= ﬁ'

Therefore,
o2 1 1

Var(X) =EX? — (EX) VAR vEREVE
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Problem 4. (%) Suppose X ~ N(u,0?). Find E X and Var(X).

Solution 4. A common trick to compute integrals is to write the integral in terms of its density
—u)?

. . G i . . .
functions. We will use the fact that \/2;76 202 is a density function. That is, for all 4 and o > 0,

(m u)

der =1

1
V2mo?

multiple times in the computations below. When working with N (u, 0?), it is usually a good idea to
do the change of variables u = *>£ <+ 2 = ou + p to reduce the problem to one involving the density
of N(0,1). This is called standardization.

(a) Using a change of variables u = *=£ <> 2 = ou + p, we have

2
2:3 dx

EX =

vV 271'02

w2
ou+ ple” T du

\/27T/
u? 1 °

= — ue 2 du-+ —/ e
V2T /_oo K V21 J—oo

=0 =1

w2 u?
We used the fact that ue™ 202 is odd and integrable, so fix;o ue” "z du = 0 by symmetry.

(b) Using a change of variables u = *=£ < x = ou + u, we have

1 e
EX?= —— / " do
\/27r02
2
(ou+ T du
\/271' / M
20‘# o0 u? ]. o w2
wle= Y —u 2 —us
= — d+ ue” 2 du+ ~—/e2du
\/271' /,oo V2 K V2T J_so
=0 =1
= — /OO u2ef% du + i ue ™" is odd
V2T J_so
04 w2 |U=00 2 ]. o0 u? d 2 }
= ———ue 2 +0° — e 2 du—+ Oy parts
V2 u=—o00 V2T J s K .
=0 =1
— 2 +M2~
Therefore,

Var(X) =EX? — (EX)? = 0% 4+ 1 — i = o2

Problem 5. (xx) (Memoryless Property) Recall that the probability of A given B is defined by

P(AN B)

P41 B)= g
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If X ~ Exponential(\), show that
PIX>t+s| X>t)=P(X >5s)
for all s,z > 0.

Solution 5. If X is a continuous random variable, then

]P’(th)/toof(x)dx/oo f(x)dx7/7 fl@)yde=1-P(X <t)=1- Fx(t).

Therefore, if X ~ Exponential(\), the result in Problem 2 implies that
P(X>t)=1-Fx(t)=1—(1—e M) =
Of course, we could have also computed P(X > ¢) = j;oo e~ dx explicitly as well. Therefore,

P(X >t+sand X >s) P(X>t+s) e Mt
PX zt+s[X20)= P(X > t) TTP(X >t e —e M =P(X >s).

Problem 6. (xx) Suppose X ~ N(0,1). For all t € R, show that

2
mx(t) :=EeX =e7.

The function myx (t) = !X

tion.

is called the moment generating function of the standard Normal distribu-

Solution 6. By definition,

_z 72tz

1 o0
Eetxz—/ etTe™ T dac— / dzx.
V2T J oo V2T
Completing the square in x numerator, we see that
2 = 2tx = 2® — 2z +t2 — 12 = (z — t)® — 12
Therefore,
_22_2ta 72u dr — _ (a— t)2 t2 dx—eZ ) _(z—1)? t)2 d(I;_et;

IR ) =l

=1

. _(e=t?) . . . . .
since the \/%e z  is the density of a Gaussian random variable with mean ¢ and variance 1.

Problem 7. (x%x) Suppose X ~ N(u,0?). For all t € R, show that

o242
mx(t) := Ee!™ = ettt el

tX

The function mx (t) = e** is called the moment generating function of the Normal distribution.

Solution 7. We will standardize the random variable to reduce it to the case in Problem 5. Using
the change of variables u = “=F & & = ou + u, we see that

t(o’u+p, —

2
—_u—
EetX = T dx—e et e T du.

T | il

From Problem 5, we know that

1 o0 . ) 2 / (t B 5242
— efeT T dr=e7 (to)ue 2du—62
V2T [oo \/277

Therefore,

Ee!X =elt .2 =t 72
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